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SHORT COMMUNICATION

A B S T R A C T

	 The Philippines is the second biggest source of skipjack tuna (Katsuwonus pelamis), contributing to 
the country’s economic development. However,   its sustainability faces challenges due to overfishing and a 
lack of proper management practices. Otoliths are important tools for managing fish stocks, but their analysis 
is time-consuming and requires a high level of expertise. In this paper, we explored the use of convolutional 
neural networks (CNNs) to recognize patterns and classify them according to developmental stages. The results 
showed that the CNN model achieved an accuracy of 100% in classifying otoliths by developmental stage using 
the RMSprop optimizer, demonstrating the potential of deep learning to provide a standardized and reliable 
protocol for managing fish stocks in countries like the Philippines, where there is a shortage of trained fish 
experts. This study provides an innovative approach to guide future efforts in conserving fish populations and 
promoting sustainable fishing practices.
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The Philippines is one of the world's largest 
producers and exporters of skipjack tuna 
(Katsuwonus pelamis) (Williams and Terawasi 

2010; Tahiluddin and Terzi 2021). However, skipjack 
tuna fisheries' sustainability in the Philippines faces 
numerous challenges due to overfishing and a lack 
of proper management practices (Zaragosa et al. 
2004). According to the Bureau of Fisheries and 
Aquatic Resources (BFAR) and the National Fisheries 
Research and Development Institute (NFRDI), 
overfishing, continuous fishing of juveniles, and 
climate change are the major threats to skipjack tuna 
fisheries in the country. Furthermore, as this tuna 
species is identified as a highly migratory fish under 
the United Nations Convention on the Law of the 
Sea, its mobility in the Pacific region adds complexity 
to fisheries management (Sibert and Hampton 
2003). Thus, addressing these challenges is crucial to 
ensure the long-term sustainability of skipjack tuna 
fisheries in the Philippines, which requires improved 

management practices, the use of sustainable fishing 
techniques, and international cooperation.

Otoliths or ear-stones are hard, calcium 
carbonate structures located within the inner ear 
of bony fishes.  These structures are considered 
essential for managing fish stocks as they contain vital 
information about the fish's age, growth, and habitat, 
which can help determine fishing quotas and season 
lengths. Nazir and Khan (2021) note that otoliths 
are used for fish stock discrimination, providing 
an accurate way to identify different fish stocks in a 
region. They also reveal information about mortality 
rates, diet, and exposure to pollutants (Morison et al. 
2005). However, using otoliths presents challenges, 
such as the complexity of interpreting the results, 
high cost, laborious, and time-consuming analysis. 
Moreover, as this task requires accuracy and precision, 
there is a shortage of trained fish experts in certain 
countries who can provide the analysis. Avigliano 
(2022) discusses the importance of optimizing the 
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methodological design for fish stock delineation 
from otolith chemistry and reviewing spatiotemporal 
analysis scales to overcome these issues. However, 
given the challenges and large quantity of samples 
required, a standardized and reliable protocol is 
necessary to ensure accurate and reproducible 
data. Monitoring fish populations and managing the 
fisheries is challenging, given the dynamic nature of 
fish populations and the vast geographical expanse 
of the Philippines' marine ecosystems (Lehodey et al. 
2013). Thus, innovations to assist the scaling up of this 
approach can help realize otolith analysis as a practical 
tool for managing fish stocks and guiding sustainable 
fishery management in human resource-constrained 
countries like the Philippines.

Convolutional Neural Networks (CNNs) 
are deep learning algorithms that can recognize 
image patterns and classify them accordingly. CNNs 
have been used for various applications, including 
image and speech recognition, natural language 
processing, and medical image analysis (Ordoñez et 
al. 2020). Recent studies have shown that CNNs can 
also classify fish otolith images accurately, providing 
a novel approach to fish age estimation (Moen et al. 
2018).  In this paper, we aim to develop a CNN-based 
model for the classification of skipjack tuna otoliths in 

the Philippines. To our knowledge, no previous study 
has utilized CNNs to classify skipjack tuna otoliths by 
developmental stage.

Our study used 50 otoliths per developmental 
stage, with 10–15 images taken per otolith, to yield a 
total of 1620 collected images from actual photos. The 
otoliths were from 170 skipjack tunas collected from 
various fish ports of Mindanao, including Sarangani 
Bay, Moro Gulf, Davao Gulf, and Celebes Sea. To 
reduce sampling bias, the researchers collected tuna 
across all seasons from 2021 to 2022 and analyzed 
body morphometrics and otolith shape features 
(manuscript in preparation). The images of skipjack 
tuna otoliths were at different developmental stages 
based on the criteria by Collete and Nauen (1983), 
which were accepted by the industry: juvenile (S1) with 
fork length (FL) of less than 40 cm, mature (S2) FL at 
40.0–80.0 cm, and adult (S3) FL at 80.01 cm and above. 
Fork length is a standard measure used to determine 
the length of a fish, typically used for tunas, which is 
the measurement from the tip of the fish's nose to the 
fork in the tail, where the tail splits into two separate 
points. Each developmental stage has been validated 
by an independent otolith expert consulting for the 
project. The otoliths of skipjack tuna exhibit distinct 
differences across developmental stages (Figure 1A). 

Figure 1. CNN architecture of skipjack tuna otoliths. (A) Otoliths of skipjack tuna exhibit distinct differences across 
developmental stages. (B) CNN architecture is used to classify the developmental stages based on skipjack tuna otolith 
images. An input image is passed through five convolutional layers and three max-pooling layers, where filters are 
applied to perform feature extraction. The classification operation is carried out by the two fully connected layers with a 
4096-dimensional feature vector based on the features extracted from the previous layers and their various filters.
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The overall size of the otoliths increases significantly 
from S1, the smallest, to S3, the largest, with the most 
notable growth occurring between the juvenile stages 
S1 and S2. The rostrum, a beak-like projection on the 
anterior part of the otolith, becomes longer, more 
pointed, and finely serrated as the fish ages from S1 
to S3. The sulcus, a groove running along the ventral 
edge, deepens and straightens in curvature with each 
successive stage. Moreover, the otolith shape becomes 
more elongated, with more pronounced growth on 
the dorsal side compared to the ventral side from S1 
to S3. The opacity of the otoliths also increases with 
maturity, reflecting the accumulation of additional 
layers over time. While these changes are apparent to 
an expert, discerning them requires careful analysis 
and specialized knowledge.
	 The CNN model architecture used in the study 
included five convolutional layers, three max-pooling 
layers, and two fully connected layers (Figure 1B). 
The input layer contained the raw pixel values of the 
image data, and each colored image was reshaped into 
a single column to be fed into the convolutional layer. 
The convolutional layers were used to extract various 
features from the input images, while the pooling 
layers summarized the feature present in a region of 
the feature map generated by the convolutional layer. 
The fully connected layers were applied after all the 
convolutional and max-pooling layers to classify the 
image into a particular category and associate features 
to a specific label. Each otolith developmental stage 
had an image size of 300 x 300 pixels. The datasets 
for training, validation, and testing were described in 
Table I.   Data augmentation techniques like rotation, 
horizontal flip, vertical flip, random mirroring, and 
cropping the images to possibly reduce the amount of 
overfitting.
	 Python was used to write all programming 
codes, employing Keras neural network application 
programming interfaces and Tensorflow libraries. 
The computations were carried out on a GeForce 
RTX 3060 GPU in a 3.7 GHz Core i7 CPU with 32 
GB RAM. As the choice of an optimization algorithm 
can significantly impact the efficiency of training deep 
learning models, we investigated four optimizers: 
Adam, RMSProp, SGD, and Adadelta. Adam uses 
little memory and is invariant to the diagonal rescale 
of the gradients (Bock and Weis 2019). RMSProp is 
a technique for accelerating learning by automatically 
changing the learning rate for each parameter and 
converging quickly (Xu et al. 2021). SGD updates the 
parameters more often based on randomly chosen 
training data, enabling it to converge quickly and be 
computationally fast (Nakkiran et al. 2019). Adadelta 

dynamically adapts over time using only first-order 
information, providing a low computing overhead 
and being robust to noisy gradient information, varied 
model architectural choices, diverse data modalities, 
and selection of hyperparameters while requiring no 
manual adjustment of the learning rate (Zeiler 2012).
	 The performance of the CNN models with 
optimizers was evaluated based on validation loss and 
accuracy across the training cycles. Validation loss is 
the difference between the CNN model's predicted 
value and the actual value using the cross-entropy 
function:

where n (is the number of classes), i (is class),   (is 
the true value of a class) and   (is the predicted value 
for that class). Validation accuracy, on the other hand, 
measures the model performance during training 
by calculating the number of rows where the neural 
network correctly predicted the target class, as shown 
in the equation:

where c  (is the number of correct identifications) 
and N (is the size of the evaluated training set or the 
validation set). 
	 The performance of four optimizers was 
comparatively evaluated based on computational 
effectiveness and speed during 30 epochs of training, 
as depicted in Figure 2. Lower validation loss 
indicated superior CNN model performance, while 
higher accuracy values signified the model's ability 
to classify data accurately. Our results revealed that 
RMSProp optimization was the optimal approach to 
mitigate the overfitting issue associated with CNN, 
as it achieved the lowest validation loss (0.01%) and 
highest accuracy (100%) compared to the other 
optimizers. The decrease in validation loss signaled 
increased confidence in the model's ability to classify 
samples accurately, and RMSProp outperformed 
the other optimization techniques as it exhibited a 
continuous decrease in validation loss from the 12 to 

Skip Jack Tuna Training Validation Testing Total 

S1 vs S2 504 144 72 720

S1 vs S3 504 144 72 720

S2 vs S3 504 144 72 720

S1 vs S2 vs S3 756 216 108 1080

Table 1.  Dataset distribution of otolith images for CNN analysis.
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the 17th epoch. Additionally, RMSProp demonstrated 
superiority over the other techniques, as it experienced 
a consistent increase in validation accuracy from the 
17th epoch onwards.

Figure 2. Comparative model performance during training on skipjack tuna otoliths at the different development stages, S1, S2, and S3. 
The model accuracy and model loss results from different CNN optimizers for the 0th to 30th epochs are displayed.

	 After training, we then tested the robustness 
of making accurate predictions using our CNN model. 
Of note, training, and validation data included labels 
to monitor the performance metrics of the model; at 
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the testing phase, all the input data was unlabeled. 
Test (or unseen) datasets are used to confirm whether 
our CNN model was effectively trained. Model 
performance was verified based on precision, recall, 
and F1-score. Precision measures how accurate 
the model is at categorizing a positive sample. It is 
obtained using the equation:

where TP is true positive and FP is false positive. 
Precision ranges from 0 (for no precision) to 1 (for full 
or perfect precision). Recall represents the number of 
correct positive predictions made from all the positive 
predictions expressed as:

where FN refers to false negative. Recall values 
range from 1 (optimum) to zero. 
	 The F1-Score is a metric of the balance 
between precision and recall. A high F1-Score 
indicates that the model has both high precision and 
recall. The score ranges from 0 to 1, with 1 being the 
best possible score. This metric can be calculated using 
the following equation:

The performance of a classification model 
can be effectively illustrated through confusion matrix 
or error matrix plots, as presented in Figure 3, for 
better analyses. These plots summarize the prediction 
results of confidently differentiating the development 
stages from S1 to S3 using different optimizers, 
providing an overview of the correct classification 
for the 108 test images. The numbers are shown, with 
rows corresponding to the predicted ranking and 
columns specifying the actual classification. Likewise, 
the results indicate that the RMSprop optimization 
technique achieves the highest average classification 
accuracy of 100%, outperforming Adam, SGD, and 
Adadelta optimizers used in the study, with accuracy 
rates of 98.77%, 98.44%, and 78.40% across S1, S2, 
and S3. The CNN model classification performance 
was evaluated using precision, recall, and F1-score, as 
shown in Table 2. The results consistently indicated 
that RMSprop outperformed the other optimizers, 
achieving 100% precision, recall, and F1-score. Pair-
wise comparisons of developmental stages showed 
that S2 vs. S3 and S1 vs. S3 had the highest precision, 
recall, and F1-score, while the comparison of S1 vs. 
S2 had the lowest score for all the optimizers except 
RMSprop. This observation suggests that the changes 
in skipjack tuna during the transition from juvenile to 
pre-adult stages are more subtle than other stages.

Figure 3. Confusion matrix and comparative classification accuracy of different CNN optimizers using test datasets on skipjack 
tuna otoliths at the different development stages, S1, S2, and S3.
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Development Stage Optimizer Precision (%) Recall (%) F1-Score (%)

S1 vs S2

Adam 98.48 98.75 98.60

RMSprop 100.00 100.00 100.00

SGD 90.71 89.86 90.12

Adadelta 89.81 81.03 82.63

S1 vs S3

Adam 100.00 100.00 100.00

RMSprop 100.00 100.00 100.00

SGD 99.37 99.24 99.30

Adadelta 90.39 90.48 90.28

S2 vs S3

Adam 99.30 99.32 99.31

RMSprop 100.00 100.00 100.00

SGD 100.00 100.00 100.00

Adadelta 69.06 69.06 69.06

S1 vs S2 vs S3

Adam 98.20 98.15 98.12

RMSprop 100.00 100.00 100.00

SGD 92.20 92.50 91.63

Adadelta 66.80 64.81 61.94

Table 2.  Comparative classification performance using the different CNN optimizers on skipjack tuna otoliths at the different development 
stages, S1, S2, and S3. Performance parameters (precision, recall, and F1-score) of the trained CNN model on the test dataset are indicated. 

Several other forms of artificial intelligence have been 
carried out on fish otoliths with different levels of 
success. One such study conducted by Moore et al. 
(2019) used computed tomography (CT) scanning 
and machine learning to automate the aging process 
of fish otoliths with impressive accuracy. Their model 
accurately estimated the age of 47% of snapper (Pagrus 
auratus) and 41% of hoki (Macruronus novaezelandiae) 
within one year of the human reader estimate of age. 
Similarly, Moen et al. (2018) employed deep learning 
to interpret otoliths of Greenland halibut (Reinhardtius 
hippoglossoides) with a precision comparable to human 
experts. Taking these findings further, Politikos et al. 
(2021) developed a multitask deep learning model that 
combines otolith images and age data to accurately 
estimate the age of several fish species, including 
European hake (Merluccius merluccius), European 
anchovy (Engraulis encrasicolus), and Atlantic 
mackerel (Scomber scombrus). The results of this study 
indicate the potential of deep learning tools to enhance 
the accuracy and efficiency of fish stock assessments. 
Moreover, to make these AI tools more accessible, 
Politikos et al. (2022) developed DeepOtolith v1.0, 
an open-source platform that employs deep learning 
algorithms to automate fish age reading from otolith 
or scale images. With a user-friendly interface and the 
ability to analyze large datasets efficiently, DeepOtolith 
v1.0 has the potential to revolutionize the field of fish 
stock assessments.

	 In conclusion, our study successfully utilized 
a convolutional neural network (CNN) model to 
classify the developmental stage of skipjack tuna 
otoliths. We employed a rigorous methodology to 
collect and process otolith images, and the CNN 
architecture was designed with careful consideration 
for optimal image analysis. The evaluation of the CNN 
model performance during training, using validation 
loss and accuracy metrics, provided a quantitative 
assessment of the model's success. It is worth noting 
that while the study did not compare the results with 
human expert validation, our results, nonetheless, 
could be a promising step towards further application 
of computer vision integrated with deep learning in 
the field of fish otolith analysis and tuna fisheries 
management. Finally, while CNNs remain popular as 
a robust image classifier, exploring newer architectures 
like state-of-the-art vision transformers (ViTs) and 
hybrid approaches can lead to improved image 
classification. However, in order to combine different 
predictors to improve the precision, future work also 
needs to verify that the predictors are independent 
and unbiased when being applied to the same samples.
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